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Abstract. In the near future, we expect many mobile networks (ex.
vehicle in-side network, personal area network) are connected to the In-
ternet and to the other mobile network to support rich applications for
user’s daliy life. There are several technology to connect these mobile
networks to network and the Internet such as Mobile IP, Network Mo-
bility (NEMO) and Mobile Ad-hoc Network (MANET). We specially
investigate the use of both NEMO and MANET for efficient communi-
cation for an in-vehicle network. This paper proposes Mobile Gateway
supporting policy based routing. It manages both NEMO connectivity
and MANET connectivity and switches path to a destination according
to application requirements and network environment. Our results shows
this approach is efficient for vehicle network.
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1 Introduction

A mobile network will be realized in the near future due to high demands from
industry. We specially interested in a network inside vehicle which is the high
interest area today. Vehicles will need to support several communication types
such as vehicle-vehicle communication, vehicle-road communication, and vehicle-
Internet communication. Vehicle-vehicle communication exchanges data between
vehicles over wireless multihop networks like mobile ad-hoc networks. Some ex-
pected applications are like radio transmitters-receiver (radio communication),
traffic updates, and traffic reports transmitted at the scene of the accident.

Vehicle-road communication can also be achieved through wireless multihop
networks formed between the vehicle and the nodes installed at the traffic lights,
and telephone poles. Some sensors and servers may be embedded at the roadside
to communicate with vehicles. A roadside node can provide Internet connectivity
to vehicles over the vehicle-road network, so if there is a shortage in the number
of vehicles around to forward data the roadside nodes will help send the packets
to enable vehicle-vehicle communications.

Vehicles can have Internet connectivity using a wide-range of communication
medias such as cellular systems and wireless Metropolitan Area Network (MAN)
systems. Since the connectivity is relatively stable and reliable compared to the
vehicle-vehicle and vehicle-roadside communication, information such as driver
safety and health conditions that requires high reliability should be achieved
through vehicle-Internet communication.



A vehicle can utilize various communication types simultaneously. For exam-
ple, a vehicle can send or listen to updates on traffic accidents through vehicle-
vehicle communication as well as notify driver or passengers health condition
through vehicle-Internet communication. The question is how to achieve such a
network environment. Though several network technologies exist, there is lack in
coordination among the different technologies. The two fundamental technolo-
gies focused here are Network Mobility and Mobile Ad-hoc Networks that can
support all vehicle communication types described above. The two technologies
are converged by the mobile gateway system proposed in this paper.

This paper will first introduce fundamental technology for vehicles in Sec-
tion 2. Then we show how to converge NEMO and MANET technology using
Mobile Gateway systems, followed by related works in the area. The next sec-
tion will report an experimental evaluation of vehicle-vehicle communication that
takes place in a real live settings with a performance study on optimal route se-
lection at mobile gateways. A performance evaluation on policy based routing is
also conducted. Concluding observations are gathered in the final section.

2 Fundamental Technology

Various devices can be contained in the vehicles such as sensors, wearable de-
vices carried on by passengers, and system control units such as the car engine.
The number of these devices can range over a hundred. Some devices may not
be extended because they only have computer resource to process sensing infor-
mation.

In mobile ad-hoc networks and sensor networks, battery consumption has
always been a critical issue due to limit in battery resource. Fortunately, the
vehicle has a large rechargeable battery resource that can be used for devices.
Compared to cell phones and other gadgets, the vehicle has larger space to install
multiple devices and various network interfaces.

Taking into account about the 1500 million vehicles around the world, scal-
ability at this level cannot be ignored, and the support for IPv6 in terms of a
large available address space becomes a key issue to successfully deploy a vehicle
network system. Thus, IPv6 is assumed as an IP in this paper.

2.1 Network Mobility and Mobile Ad-hoc Network

From the view of a vehicle network, we take a position that it is necessary to
apply network mobility support (i.e., the Network Mobility in IETF [4]) to an
entire in-vehicle network in moving vehicles because only a representative mo-
bile router needs to be mobility-aware; other individual nodes function without
requiring mobility-aware functionality. Nevertheless, all in-vehicle nodes can be
accessible from the Internet anywhere, anytime.

In addition, MANET is also key to establish wireless multihop networks
among vehicles. Some recent work has focused on integrating MANET and the
IPv6 Internet [6,15]. However, the emphasis has been on nodes moving between



mobile ad-hoc networks and the Internet with Mobile IPv6 [5] to conceal their
movements.

Network Mobility Network Mobility (NEMO) [4] is a technology to provide
movement transparency to a network. NEMO can be used to assign a permanent
network prefix for in-vehicle network. NEMO is the Mobile IPv6 [5] extensions
to bind a permanent prefix (called mobile network prefix) and a care-of address
which a node acquires at a visiting network. Even if an automobile moves and
changes its network attachment, the network in the automobile is always reach-
able with the same network address all the time.
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Fig. 1. The NEMO Basic Support Protocol

Figure 1 shows the configuration and operations of the NEMO basic support
protocol [4]. A mobile router carries a mobile network prefix that is assigned
to each vehicle. The mobile router has two network interfaces which is attached
to the Internet (egress interface) and to the mobile network (ingress interface).
The mobile router acquires a care-of address at the egress interface as same
as Mobile IPv6. To register a binding, the mobile router needs to notify its
mobile network prefixes to the home agent with a mobile network prefix sub-
option defined in the NEMO basic support protocol. Once the mobile router
registers its binding, it establishes a bi-directional tunnel with the home agent.
The NEMO basic support protocol does not support route optimization. Thus
communication with a mobile network in vehicle is always through a home agent.

Mobile Ad-hoc Network A Mobile Ad-hoc Network (MANET) is another
key technology for vehicles. MANET is created dynamically when a set of nodes



form a mesh routing state for their connectivity management, typically over a
wireless multihop network. Even when a network topology is changed due to
vehicle’s movements, MANET routing protocols can recover connectivity by up-
dating route information periodically Many routing protocols are proposed for
MANET. These protocols aim to maintain localized routing at individual nodes
despite movement of intermediate nodes that causes the routing path to change.
Ad-hoc On-demand Distance Vector (AODV) [12] and Optimized Link State
Routing Protocol (OLSR) [2], etc. are standardized at the MANET working
group. OLSR is a link state routing protocol and exchanges route information
periodically among nodes inside a mobile ad-hoc network. It has an optimized
flooding mechanism called Multi Point Relay (MPR) [7]. To disseminate route
information,each node needs to flood route information to a network. However
this flooding causes high overhead to a wireless network. Therefore, MPR pro-
vides efficient mechanism not to flood duplicated packets.

An internet gateway [15] provides global connectivity to a mobile ad-hoc
network. The internet gateway is a fixed gateway attached to both the Internet
and a mobile ad-hoc network. It supplies global prefix information and IPv6
global address to a mobile ad-hoc network. The internet gateway advertises
prefix information and a route to the Internet. The prefix distributed by the
internet gateway can be used for configuring a (topologically global) routable
IPv6 [3] address for each MANET node.

3 Convergence of NEMO and MANET

We introduce mobile gateways that provide enhanced routing in addition to the
mobile router support specified in the NEMO basic support protocol. This en-
hanced routing provides efficient vehicle-vehicle and vehicle-road communication
This contribution provides crucial routing necessary in connecting vehicles to the
Internet.

3.1 Mobile Gateway

A mobile gateway is a nominated router from an in-vehicle nodes and is re-
sponsible for mobility and always-on Internet connectivity. The main functions
of a mobile gateway are a roll of a Mobile Router of the NEMO basic support
protocol and a roll of MANET Router of a MANET routing protocol.

The mobile gateway in vehicle equips with various interfaces such as wireless
WAN (ex. cellular), wireless MAN (ex. 802.16¢), wireless LAN (ex. 802.11b) and
MANET interface (ex. 802.11b ad-hoc mode). The mobile gateway also has an
interface to connect to its in-vehicle network. All these interfaces of the mobile
gateway should be configured with different radio channels and radio frequency
so that packets sent by each interface does not interfere with one another.

Each mobile gateway assigns a mobile network prefix to its in-vehicle network.
All nodes inside the vehicle must use the permanent address generated from the
mobile network prefix for all communication. All traffic sent from the in-vehicle



network to a remote network are always intercepted and routed by the mobile
gateway, because the mobile gateway is a default router of all nodes inside vehicle
network.
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Fig. 2. Mobile Gateways

The mobile gateway acquires a care-of address at an interface attached to
the Internet. It then registers the care-of address to its home agent. The mobile
gateway is assumed to maintain a bi-directional tunnel between the mobile gate-
way and the home agent all the time by using wireless WAN or MAN interface
as shown in Figure 2 (denoted as pathl). It may switch the interface for the
Internet connectivity according to coverage of each wireless technology.

In addition, the mobile gateway run a MANET routing protocol at a MANET
interface all the time so that it can acquire routes of adjacent vehicles (denoted
as path2 in Figure 2). The mobile gateway exchanges only a route of a permanent
prefix assigned to its in-vehicle network by a MANET routing protocol. These
network route exchanges are preferable in terms of route aggregatation to reduce
number of routes which each vehicle manages by a MANET routing protocol.
If there is an internet gateway at road sides or traffic lights , the vehicle may
use the internet gateway to access to the Internet (path3 in Figure 2. In this
case, the mobile gateway must use the NEMO basic support protocol to reach
to a destination node. Otherwise, the packets may be rejected at the internet
gateway due to ingress filtering.

3.2 Multiplexed Path toward a Destination

When an in-vehicle node starts to communicate to a destination node, there are
several route paths towards the destination node. Figure 3 summarizes possible
paths between an in-vehicle node and a destination. The first path is used when
a mobile gateway routes packets to the Internet through its bidirectional tunnel
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Fig. 3. Mobile Gateways

by using one of wireless WAN, MAN, LAN interfaces. The second path has
MANET paths between an internet gateway and a mobile gateway. However,
the mobile gateway must encapsulates all packets to the home agent. It has
to route encapsulated packets to the internet gateway first and the internet
gateway routes packets to the Internet (via Home Agent). This path can be
utilized when the first path is not established due to out of wireless coverage
areas. The third path is directly connected between end nodes over a mobile
ad-hoc network. Since a mobile gateway has a prefix route of a vehicle to which
a destination node is belong, it can route packets according to the prefix route
without packet encapsulation. The mobile gateway can bypass its Home Agent
even if the packets’ source address is generated from the mobile network prefix.

3.3 Policy Based Routing

As described in Section 3.2, a mobile gateway has various routes to deliver pack-
ets to a destination node. The mobile gateway has to determine which routes are
appropriate for outgoing traffic from its in-vehicle network. The decision is made
with preference information and three parameters such as bandwidth, round trip
time, and hop count.

These parameters are measured during communications and route exchange
of a MANET routing protocol. The bandwidth parameter is not need to be so
precise, but we use estimated bandwidth value. For example, CDMA2000 1x
EvDo has 2.4M-bits/sec bandwidth in specification, but actual speed is 700K-
bits/sec when we measured average bandwidth with a real NEMO basic support



protocol implementation. Therefore, a mobile gateway set EvDo bandwidth as
700K-bits/sec. On the other hand, the bandwidth of a MANET path is estimated
according to a link distance of a MANET path between end nodes. Each vehicle
is reasonably assumed to have Global Position System (GPS) and exchange link
distance information by a MANET routing protocol. If there is a link which
distance is very long between two vehicles, the bandwidth can be assumed to
be low. Since bandwidth can not be measured in real time due to measurement
overhead, we take a position that such an estimation is reasonable for the de-
cision. The hop count parameter is acquired by a MANET routing protocol.
Most of MANET routing protocols provides the hop count for a destination to
a mobile gateway.

Preference information is also introduced to prioritize the path selection de-
pending on parameters. The information contains information of a required net-
work of each application like delay sensitive network and stability network, etc.
Preference information is sent to a destination in order to decide which path is
used for vehicle-vehicle communication at the destination vehicle. It is preferable
that a destination vehicle follows the same decision of the source mobile gateway.

3.4 Advantages of Mobile Gateway

A mobile gateway is a simple solution but it comes with plenty of advantages
for vehicle’s network listed below.

— Address assignment
A mobile gateway employees NEMO basic support protocol and acquires a
mobile network prefix for its network. By using the NEMO basic support
protocol, each vehicle will have a permanent network prefix for the vehicle’s
network. In a mobile ad-hoc network, address assignments on a mobile ad-
hoc network is complicated due to no center authority to assign address
and no efficient mechanism to verify address uniqueness in a mobile ad-hoc
network. Therefore, a mobile gateway solves address configuration problem
of a mobile ad-hoc network in terms of permanent prefix assignment of the
NEMO basic support protocol.

— Efficient communication
When a vehicle only uses the NEMO basic support protocol, all packets are
transmitted and received through a bi-directional tunnel established between
a mobile router and a home agent. This becomes network bottleneck in terms
of network delay and network bandwidth. On the other hand, if a vehicle
only supports a MANET routing protocol, it has to transmits packets to a
wireless multihop path even if the path quality become worse due to less
stability and large hop counts. A mobile gateway in a vehicle always changes
the path to a destination depending on the vehicle’s network environment
and user’s preference. It can even selects an appropriate path per flow or
applications and uses multiple paths at the same time.

— Fault tolerance
Since a vehicle is moving, network environment varies quickly. Thus, com-
munication may stop due to out of coverage area. However, a mobile gateway



always maintains multiple path to the Internet and a destination. The mo-
bile gateway detects the path break and can re-select an alternative active
path for the failed path.

— Always-on Internet connectivity
A mobile gateway is capable to handle multiple network interfaces and mul-
tiple path to the Internet. Not only wireless WAN, MAN and LAN, but
also internet gateways can be used to access to the Internet. Even if one
of network interface becomes out of coverage, a mobile gateway always has
alternative path to the Internet. Since many applications assume always-on
Internet connectivity, this feature is necessary for vehicle’s network.

— Scalability
A mobile gateway always exchanges network routes of its mobile network
prefix with other vehicles by a MANET routing protocol. This route aggre-
gation leads scalability when a number of vehicles run on a same road and
exchange routes. Without a mobile gateway, all the nodes inside a vehicle
needs to exchange host route with devices of other vehicles. If hundreds of
devices are installed in each vehicle, the number of routes that each vehi-
cle manages will explode. It is clearly not efficient technique for vehicle’s
network.

4 Related work

There are few existing solutions to provide Internet connectivity to the MANET
(e.g., [10,14]) and to integrate Mobile IPv4 [11] and Mobile IPv6 [5] and an
ad-hoc network (e.g., [1,6,8,9,15]). A DSR-based MANET is connected to the
Internet with Mobile IPv6 in [9]. MIPMANET [6] integrates Mobile IPv4 and
AODV utilizing Foreign Agents to support mobile nodes in a mobile ad-hoc
network. Although Mobile IP can be integrated in our system, we focus on
network mobility and not on host mobility. The approach in [15] proposes to
use an Internet Gateway to connect a MANET to the Internet, by extending
MANET messages for Gateway discovery and route establishment. Here, we
integrate MANET routing with a mobile router for best Internet connectivity.

5 Experimental Evaluation

Three different experiments are conducted for evaluation. First is the throughput
of vehicle-vehicle communication using vehicles and equipment in a real world
setting. The next is the efficiency of a mobile gateway in view of scalability of
a MANET routing protocols for vehicle-vehicle networks. Then the efficiency of
our approach in vehicle-vehicle communication is seen in terms of bandwidth.
OLSR routing protocol is implemented with IPv6 support on GNU Zebra.
Since the GNU Zebra is a multi platformed implementation, the OLSR, can run
on BSD and Linux. The OLSR implementation supports preference information
distribution for policy based routing. The OLSR implementation and “ipfilter”
program has been combined. The ipfilter is used to switch data flow between



MANET and NEMO according to policy when a mobile gateway enables policy
based routing.

5.1 Throughput of Vehicle-Vehicle Communication

In this experiment, a relationship between vehicle distance and network through-
put is verified. This is an assumption of policy based routing to get estimated
bandwidth from a link distance on mobile gateways. Three vehicles are set up in
a real world with an OLSR router and 802.11b interface. OLSR can work with
a single interface to relay packets, but in this experiment one of the vehicle has
two 802.11b interfaces to relay packets between end vehicles. This is because the
coverage area of each 802.11b interface is limited. There are no topology changes
during throughput measurements. Throughput is measured with UDP stream
by netperf’ program every 8 seconds. The source vehicle sends 1280 bytes UDP
datagram to the destination vehicle. The equipments used are listed in Table 1.
All routers have FreeBSD 4.10-RELEASE with KAME IPv6 patches (kame-
20041213-freebsd410-snap) installed. Our OLSR v6 implementation is running
on all vehicles.

Table 1. Equipments

CPU |Memory Wireless device
PentiumM | 256 MB Melco inc.
1.40Ghz WLI-PCM-L11GP
PentiumM | 256 MB Melco inc.
1.40Ghz WLI-PCM-L11GP
PentiumlIII| 640MB Intersim Prism 2.5
1.06Ghz Melco inc. WLI-PCM-L11

Figure 4 shows the test driving course used to measure throughput for vehicle-
vehicle communication. Because this test course is located on the university
campus, there is no traffic other than the three test vehicles.

The distance as well as the speed of each vehicle has been altered. The speed
varies from 20km to 40km, while the distance varies from either less than 20m
or over 100m. Figure 5 6 7 shows the average throughput when vehicles move in
20km/h, 30km/h and 40km/h.

In all scenarios, disconnection occurs due to limits on the coverage area of
802.11b interface (about 150m). There is also interference from other 802.11b
access points which are installed in buildings around campus. The disconnection
also occurs when vehicles drive at blind corners. An obvious difference is seen in
the throughput. The vehicle distance at 20m is better than the vehicle distance
at over 100m. The average throughput for close distance is 2.35M-bits/sec and
the average throughput for the farther distance is 1.41M-bits/sec.



Fig. 4. Test course for throughput measurements
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Fig. 5. Throughput when each vehicle drives in 20km/h

Results from this experiment, show that there is a relationship between vehi-
cle distance and network throughput. It is always better to create routes through
nearby neighbors. Having more vehicles in the vicinity would be a preferable en-
vironment for better results in a vehicle network systems.

5.2 Efficiency of Mobile Gateway

This section evaluates whether the use of a mobile gateway is efficient for mov-
ing vehicles. Even if an in-vehicle network is also a mobile ad-hoc network, a
mobile gateway aggregates routes of its in-vehicle mobile ad-hoc network and
advertises the routes to other vehicles. In such cases it is our interest to see how
performance will differ from the flat mobile ad-hoc network (i.e. all nodes inside
vehicle exchange routes with nodes in other vehicles).

We implemented mobile gateways on a simulator and used AODV for lo-
cal connectivity and OLSR for adjacent mobile gateways management as a case
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study. 30 mobile gateways were moving 10km on a rectangular flat space [10000m
x 50m] for 600 seconds of simulated time (Figure 8). We tested two scenarios
when all the vehicles move in same direction and half of the vehicles move in
opposite direction like in Figure 8. A mobile gateway had two 802.11 compatible
wireless interfaces, one as an interface for vehicle’s wireless multihop network and
the other as an interface for a vehicle’s network. The radio propagation range
was 200 meters and the channel bandwidth 2 M-bits/sec. AODV was used for
the local routing management and OLSR, for inter-mobile gateway connectivity.
Mobile gateways are capable to route packets from local AODV MANET to the
OLSR MANET. This was tested in one simulation. Constant Bit Rate (CBR)
was selected as communication source to measure packet delivery ratio and rout-
ing protocol overheads. 4 randomly selected nodes sent two packets every second
to a remote AODV MANET node.
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The MANET carried by a mobile gateway is compared to a genuine OLSR
MANET which local and inter connectivity is managed by every MANET nodes
with neither mobile gateways and the NEMO basic protocol concept. Every
MANET nodes exchange routes by OLSR and communicate directly to the des-
tination not through mobile gateway. Four different experiments were simulated
to compare the performance between the MANETS carrying by a mobile gate-
way (i.e. OLSR and AODV combination) and genuine OLSR MANETS. Figures 9
10 11 show results of this experiments. Each lines in Figures indicate 1) MANET's
with mobile gateways moving in same direction , 2) genuine OLSR MANETS
moving in same direction, 3) MANETSs with mobile gateways driving in opposite
direction, and 4) genuine OLSR MANETSs moving in opposite direction.
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Fig. 9. Delivery Ratio versus Movement Speed

Figure 9 illustrates the performance of a mobile gateway in terms of delivery
ratio depending on the speed of movement. Movement speed varies between
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40km/h and 120km/h and distance between nodes is varied from 40m to 120m
depending on the actual speed. Figure 9 depict two cases where vehicles are
either driving in the same direction or not.

Figure 10 shows the average of hop counts of all delivered packets. The hop
count when end-nodes pass over is smaller than others, because the absolute
speed of each end-node becomes the total of the end-nodes’ moving speed. Rout-
ing exchanges with on-coming MANET nodes requires frequent updates and
causes considerable overhead to the MANET routing protocol due to topology
changes.

When end-nodes are moving in the same direction, route exchanges are stable
due to the small absolute speed. If the distance between nodes are long in relation
to the movement speed, the average of hop count is increased. The node density
within the transmission range of an ad-hoc internet is also influenced by the hop
count. The density of nodes also influences the performance of the Multi Point
Replay (MPR) flooding algorithm [7] used in OLSR. Our mobile gateway model
shows similar averages as the flat OLSR model except for about one additional
hop required between an end node and a mobile gateway.

5.3 Efficiency of Policy Based Routing

In this experiment, the efficiency of policy based routing is evaluated. This ex-
periment shows how a mobile gateway operates multiple paths for applications.
Figure 12 is the network configuration of this experiment. We use vehicle traffic
emulator called “Hakoniwa server”. The Hakoniwa server gives driving speed,
positioning information, and driving direction by emulating the driving environ-
ment of vehicles. The information can be accessed to the Hakoniwa server over
the Internet. The Hakoniwa server is configured to emulate 100 vehicles driving
around Nagoya city.
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Two vehicles are randomly selected to evaluate throughput of vehicle-vehicle
communication. According to the positioning information, the network envi-
ronment is emulated by using “Dymmynet”. Dymmynet is used to simulate
network environment with various configuration of bandwidth limitations, de-
lays and packet losses. The bandwidth is altered according to the distance of
two vehicles. Buffalo’s specification [13] is used to set the bandwidth transition
according to the wireless distance. The NEMO basic support protocol is also
emulated by using the Home Agent acting as a tunnel server. Since all traffic
are sent through a bi-directional tunnel of the NEMO basic support protocol,
we replaced the NEMO basic support protocol to a tunnel server and clients to
eliminates binding management overheads. The path established by the NEMO
basic support protocol (i.e. NEMO path) is also limited to 700 K-bits/sec at
all time by a network switch. The 700K-bits/sec is the average throughput of



Table 2. Equipments

Type CPU Memory
Vehiclel PentiumM 256MB
1.40Ghz

Vehicle2 Pentium 3 1024MB
Mobile 1.20Ghz

Home Agent Pentium 4 512MB
Mobile 2.00Ghz

Hakoniwa Server|Xeon 3.06Ghz x 4| 6.23GB

CDMA 2000 1x EvDo. This throughput is actually measured with the NEMO
basic support protocol implementation and the CDMA 2000 1x EvDo card. The
throughput is almost constant to 700 K-bits/sec. Two vehicles are emulated on
a laptop with an Ethernet link shaped by Dymmynet. The OLSRv6 implemen-
tation is run to establish a MANET path with ipfilter program to support policy
based routing on each vehicle, however two vehicles are connected directly and
bandwidth is varied by Dymmynet according to vehicle distance. The OLSR6
implementation is used to exchange preference information and three parameters
for policy based routing. All vehicles have NetBSD 1.6.2-RELEASE installed and
the home agent running on FreeBSD-5.3 RELEASE. The Hokoniwa server is run
with Fedra Core release 2. Table 2 shows the specification of each computer.

4.5 T —

T T T T

'Ave'rage' Thrbugﬁput

4 Distace between two vehicles ----+--- |

Throughput (Mbps) / Distance (km)

0
0 120 240 360 480 600 720 840 96010801200L3201440QL560
time (sec)

Fig. 13. Throughput transition when MANET is used

Figure 14 and 13 show the relationship between the network throughput of
vehicle-vehicle communication and the distance of two vehicles. The throughput
was measured with “netperf” program by sending UDP 1280 bytes every 8 sec-
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onds. Figure 13 shows when the mobile gateway does not support policy based
routing, it continues to use the MANET path for vehicle-vehicle communication
even if the bandwidth becomes lower than 7T00K-bits/sec at 528 seconds in Fig-
ure 13. This is because the mobile gateway has a network route of the destination
vehicle acquired by the OLSR6 and the network route is always selected due to
the long address match algorithm of the routing table lookup. Therefore, even
if the link quality is worse than the path of NEMO basic support protocol, it
continues to use the worse path for the vehicle-vehicle communication.

On the other hand, in Figure 14, policy based routing is enabled. The mobile
gateway is configured to switch a path from the MANET path to the NEMO
path when the estimated bandwidth of the MANET path is decreased to 700K-
bits/sec (at 512 seconds in Figure 14). If the bandwidth is lower than 700K-
bits/sec, there is no reason to continue using the MANET path. The NEMO
path is stable and constant compared to the MANET path.

This experimentation shows that our OLSR6 implementation can adopt to
network environment changes such as decline of bandwidth by switching a path
between a MANET path and a NEMO path. Even if the path is switched, the
connection can be still alive because of the use of the permanent address. In this
paper, although we only uses the link distance and the bandwidth estimation as
parameters of policy based routing, a mobile gateway can be easily extended to
support other parameters.

6 Conclusion

We investigated the integration of the NEMO basic support protocol and MANET
by the proposed mobile gateways as enhancements to mobile routers of the
NEMO basic support protocol. Such an integration is key to deploying vehicle



network in the real world. A mobile gateway establishes ad-hoc connectivity
with other mobile gateways by a MANET routing protocol and utilizes the ad-
ditional route only when it is necessary for applications to exploit an optimized
route in terms of absence of a bi-directional tunnel. Policy based routing is also
introduced to manage multiple paths between two vehicles. We conducted three
experiments to show how a mobile gateway is efficient for vehicle communica-
tions.
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